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Abstract

The goal of this thesis is to develop a dynamic simulator for rotorcraft airborne
wind energy systems. These airborne wind energy systems have a strong potential
to become part of the solution of the foreseeable energy problem and to be key
in the decarbonization process of the energy production industry. They are aimed
to exploit wind energy from the high winds, which are more intense and constant
that near ground, where current wind turbines are placed. This helps overcome the
difficulties that wind turbines show to be globally scalable.

Rotorcraft airborne wind energy systems are a particular case inside this new
technology. It makes use of the autorotation concept that enhanced the development
of the autogyro and that has been studied in the past to allow a safe descent of
helicopters in the case of engine failure. Autorotation allows the rotor to extract
energy from the wind, using part of this energy to stay on air and transmitting the
excess of energy to the ground.

While autorotation and airborne wind energy systems have been the subject of
numerous works and research, both in the hardware and in the software, their con-
joint application is still to be mastered. In this thesis, the autorotation phenomenon
has been thoroughly studied in order to build a dynamic model capable of reproduc-
ing with enough fidelity the behavior that a rotor would experience when submitted
to wind. The model has been built into LAKSA, a Lagrangian Flight Simulator
that allows for the dynamic simulation of several types of airborne wind energy sys-
tems, but that was lacking up to now a rotorcraft simulator. This thesis explores
the fundamental variables of the problem to see how they affect the output. The
simulator model has been built with the highest degree of generalization so that it is
not restricted by a design. Overall, this work enhances the further development of
the technology and shows that rotorcraft wind energy systems have the capabilities
to become a reliable energy source.
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We will run out of fossil fuels. That is for sure. But not only that. Burning fossil
fuels accounts for most of the emission of gases responsible for the greenhouse effect.
The current global and interconnected society needs energy to keep its pace and, far
from heading towards a reduction in energy demand, it will force the energy industry
to supply more energy, leaving a scenario of unsustainable growth of demand.

In such scenario, the major energy companies have made an effort in the last
years to fund research and build all sort of renewable energy stations. That is
the case of IFP Energies nouvelles, within which this thesis is carried out. IFP
Energies nouvelles is a French public-sector research center, committed to work
towards providing solutions that aim to solve the current challenges related to both
energy and climate, envisioning a near future in which sustainable mobility and a
more diversified energy mix are key.

Having in mind the effort put by this company and acknowledging the importance
that any research in this field may have, when the opportunity to do this Master
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2 1.1. Motivation

Thesis at IFP Energies nouvelles appeared I was decided to go for it and take part
in contributing to the future.

1.1 Motivation
The motivation behind the thesis can be divided into three main parts: my mo-

tivation, the motivation on IFP Energies nouvelles side, and the motivation behind
the technology itself.

First of all, this thesis project has been a great opportunity to complete the edu-
cational background with an internship abroad, in a large research and development
company committed to work for the future. For IFP Energies nouvelles it is the
beginning of the research in a promising technology, by which they want to assess
if it is a viable option for world-scaled energy harvesting. In September 2009 the
G8 agreed to lower emissions of CO2 by an 80% before 2050 [11], so lots of efforts
are being made by the energy industry to achieve this goal. And, since the energy
generation industry is more likely to have a rapid decarbonization than any other
industry [12], they can set the path for other industries to follow.

Finally, the motivation behind studying Airborne Wind Energy Systems as a
solution for the foreseeable energy crisis is based on its potential benefits over the
current wind energy obtention systems: wind turbines. As stated in [2] “Nearly half
of Europe’s existing wind farms will reach the end of their normal operational life by
2030”, meaning that they will have to be replaced. Replacing such amount of wind
turbines will be an enormous expense, so finding a better and cheaper technology
by 2030 is fundamental.

But prior to getting into more detail on the technology it is necessary to put
it into context. During the year 2015 the energy production industry was held
accountable for the emission of 2 billion metric tons of carbon dioxide, 99% of which
was due to fossil fuels [13]. Here it lies the importance of substituting fossil fuels
with alternative energy sources as soon as possible, rather than waiting until running
out of them.

To be able to substitute fossil fuels in energy generation it is necessary for these
alternative energy sources to be scalable to a global scale. The main alternative
sources to face this challenge are nuclear, solar, hydropower and wind power. Let
us analyze them.

1.1.1 Nuclear energy
Nuclear plants extract energy nowadays by the fission of Uranium-235 atoms in

very energetic reactions that produce no carbon dioxide, hence not contributing to
the greenhouse effect. This kind of energy generation system could be scalable and
could be able to cope with world power demand, but it is not actually possible to rely
on it in the long term. First of all because nuclear plants involve a worldwide hazard
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in case of accident, as it has already happened twice, in Chernobyl and Fukushima.

Furthermore it is found by [14] to be an expensive energy source, estimating in
their study to cost in 2018 around 151$/MWh, expensive compared to 60$/MWh
for hydropower plants [15], 43$/MWh for onshore wind systems or 41$/MWh for
solar energy, and this cost may underestimate the costs of storing nuclear wastes
for thousands of years. Finally, the Intergovernmental Panel on Climate Change
found it a serious risk and barrier for increasing the development of nuclear energy
the concern that it may ease the ability of nations to develop nuclear weapons [12].
Therefore, it seems that nuclear energy can’t be the solution.

1.1.2 Hydropower
Hydropower is the energy extracted from either fast-running water or water

falling from a height distance. It has currently the highest portion of the electricity
mix worldwide among the renewable energy sources as shown in Figure 1.1 for 2017
data.

However, it is not expected to experience a high increase in the forthcoming
years since the large dams that make it possible to extract great amounts of energy
from rivers are not harmless for its surrounding ecosystem. They alter the natural
flow of the river, redirecting it, making areas that typically had water abundance
to lack of it. They trap the natural cycle of sediments and also of seeds and water
plants. The design of the dams must therefore be very careful with the location and
the impact caused to the areas that live from the river. This makes it difficult to
explode hydropower up to its maximum capabilities if the objective is to be able to
obtain energy the least harmful way possible.

1.1.3 Solar energy
The Sun is evidently the most powerful energy source in the Earth and hence,

solar energy seems to be a great candidate for solving the energy problem. However,
it is one of the most intermittent energy sources, since it can only extract energy
during daytime and it is also very susceptible to weather, since in cloudy days the
solar radiation that gets to the solar panels is highly decreased.

But apart from the variability that solar energy shows, the world’s energy demand
is also variable, mainly seasonal. For example, in very warm countries the peak in
power demand is found in the warmest days of summer, due to the air conditioning
machines running all day long, while for more cooler countries, as in Europe, the
peaks are found in the coldest days of winter, with more energy used for heating.
This means that the energy that can be extracted must be known beforehand and
must be adaptable to our needs. It is not the case of solar energy, whose output
depends on external factors that cannot be controlled.

This means that it is not possible to rely on solar energy as the main energy
source worldwide. The key is to be able to match offer with demand at any time. It
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Figure 1.1: Graph of the global electricity mix evolution. Obtained from [1]

is true that it is always sunny somewhere, but it is not possible for half of the globe
to provide energy for the whole world and, even in this case, the energy output
would vary along the day. Figure 1.2 shows the great variability of solar energy
generation, which allows for a capacity factor of less than 20% (it has evolved only
from 15% to 18% in the last 9 years as shown in [16]). Solar photovoltaic cells show
still a very low efficiency, so very little of the energy that the Sun’s energy potential
is effectively transferred into electricity.

This variability not only affects the capacity of solar energy. If solar energy could
provide the average of electricity demand in the world, then the excess of energy
generated when solar radiation is at its maximums should be stored for when no
solar radiation hits the panels, or the excess generated when the world’s demand is
at its minimum to be used at peaks of demand. And this is actually a big problem.
It would make solar energy much more expensive, due to the high costs of today’s
energy storage devices, but it would be even less efficient because of the high losses
arising from energy storage and distribution.

1.1.4 Wind energy
Wind is an atmospheric phenomenon and, as such, is driven as well by the Sun.

But in this case, extracting energy from wind is not extracting energy directly from
the Sun. The heating of the atmosphere by the Sun causes very big masses of air
to move, so part of the kinetic energy of these masses of air in movement can be
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Figure 1.2: Solar energy generation in Europe for 11 March 2020. Source [2]

harvested. The power of the wind hitting a given object can be obtained as:

P = 1
2ρAV

3 . (1.1)

This is, the power goes with the cube of the velocity, hence the great importance
of looking for the locations with the fastest winds.

Wind energy currently generates electricity through fixed wind turbines. It is
one of the renewable sources that have experienced the highest increase in the last
few years. In 2019 wind energy accounted for the 15% of the EU electricity demand,
and in this year a total of 13.2 GW of new wind power capacity were installed in
EU providing a total of 205 GW , Spain being the country that installed the most
of new onshore wind capacity (2.3 GW ) [2].

However, 15% seems not enough to be the base of a carbon-free energy generation
industry. In Denmark wind power was the primary energy source in 2019, accounting
for as much as 48% of the energy mix [2]. The fact that in Denmark wind power
accounts for a much larger part of its energy mix than the average of EU shows
that certain locations are much more suitable for wind energy than others and, as
well, that although it may be possible to rely on current wind energy technology in
a small scale, it is much more complicated in a global scale.

As it happens with solar energy, it is not possible to rely solely on an energy
source that may be insufficient in given circumstances. Wind energy shows as well
a high variability, both in a day and along the year as shown in Figure 1.3.

Furthermore, the growth shown in the last years could slow down due to satu-
ration of land areas where winds are suitable. It is not possible to cover all land
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Figure 1.3: Spread of the hourly electricity demand covered by wind. Source [2]

available with wind farms, as it would be counterproductive to use wind turbines to
obtain green energy at the cost of loosing green land. So one way to overcome this
problem would be to leave land and build wind farms offshore. This has actually
been the trend for countries such as UK, Germany, Belgium and Denmark that have
been investing more in offshore wind than in onshore wind, as reflected in Figure 1.4.
However they still are just 10% of total wind energy capacity. Two main reasons
are behind this fact. First, that offshore plants cannot be placed anywhere, since
they cannot be built if water depths are too high, so they should be near enough to
the shore but far enough to not disturb shore activities and ecosystems. The second
reason is that offshore LCOE (Levelized Cost of Energy) is 50% higher than that for
onshore [16], due to the added difficulties of building offshore. But there is as well a
big advantage for offshore wind farms that explains why some countries are heavily
investing in it: winds offshore are stronger and more constant. This happens mainly
in deep waters, so being able to explode wind energy very far from land would be a
great benefit.

But the problem in wind variability can be avoided. Wind variability happens
mainly at low altitudes, in the atmosphere’s boundary layer, this is, the layer of air
flow affected by the friction with a solid body. Going beyond this boundary layer,
wind is generated thanks to differences in pressure and Coriolis forces, which provide
winds that blow much more constantly and at higher velocities with low turbulence.

Studies by [17], [18] and [19] have shown that the power density of high altitude
winds can be up to 17 kW/m2, around two orders of magnitude higher than near
ground. This result highlights the importance of the increase in velocity of the wind
to generate more energy, since the result is much higher than for on-ground winds,
even if with increasing altitudes the density diminishes. But recalling Equation 1.1,
density is of order 1 while velocity is of order 3. If only a small amount of this wind
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Figure 1.4: New onshore and offshore wind installations in Europe in 2019. Source
[2]

power were available, harvesting energy at such high altitudes (this maximums of
power density are for altitudes of 15000 ft and above) would not be interesting.
However, wind power is considered to account for 100 times the power demand of
the whole world [20].

To generate energy out of these high altitude winds it doesn’t seem possible
to rely on current wind turbines, which currently go up to heights of 70-80 m,
even though higher towers are planned in the future. But very high altitudes for
fixed wind turbines seem still not attainable, mainly due to weight restrictions.
Therefore, new technology must be developed. This technology is Airborne Wind
Energy Systems.

1.2 Airborne Wind Energy Systems. Current state
of technology

Airborne Wind Energy Systems (AWES) is the technology that aims to be able
to provide electricity worldwide from high altitude winds. This technology has
been studied in the last years and several forms have been proposed, being the
most extended one a system that has a tether attached to an aircraft with different
working principles.
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Research in this field started notably in the late 70s under the impulsion of the
seminal work by [21] but the number of studies published was stagnant along the
90s. Since climate change and decarbonization began to really be taken seriously,
research in this field regained interest and has exponentially increased, with some
companies dedicated exclusively to this research, universities starting to play an
important role, and with some energy companies and research centers now entering
the field, as it is the case of IFP Energies nouvelles.

One of the most attractive aspects of AWES is that their potential may be able
to scale up to the MW digits with a single plant [3], as demonstrated theoretically
in [21] and [22]. This potential is not easily found in current renewable technologies
up to date, and that makes AWES be one of the biggest current candidates to solve
the future energy problem.

AWES can be divided mainly in two groups, depending on how they extract
energy from the wind: ground-based systems and fly-gen systems. In both types of
systems, the flying aircraft is attached to the ground by means of a tether, but the
difference between both types resides in the fact that the tether could be transmit-
ting mechanical energy (hence ground generation) or electricity (in case of onboard
generation).

1.2.1 Ground-Based systems

Ground-based generation systems obtain energy in ground thanks to an aircraft
in high altitude wind whose movement generates electricity in two possible ways. If
the generator has a fixed base then electricity is generated by the unwind-rewind
movement of the rope in the generator. If the generator has a moving base, then
the aircraft itself moves the base along [3]. In any case, the aircraft in wind must
be able to produce enough force to both keep itself on air and to move the rope or
base.

For the fixed-base ground generation AWES electricity is produced in a cyclic
way, each cycle containing two definite phases: a generation phase and a recovery
phase. In the generation phase the aircraft is managed to follow a path, typically
consisting in a ”figure of eight ascending pattern” that produces high lift force that
is used to unwind the rope (see Figure 1.5a). The use of the figure of eight pattern
is due to the fact that it explodes crosswind flight that increases the relative wind
that the aircraft experiences [3]. In the recovery phase part of the produced energy
is used to drive a motor that rewinds the ropes to bring the aircraft to the initial
position (see Figure 1.5b). The energy used for the recovery phase is much less than
the one generated by using a control mechanism that maximizes the production of
energy in the first phase and minimizes the energy consumption in the second [23].

The moving-base generation AWES arise from the search of a system that is
always producing energy and not consuming it, since it further simplifies the electric
grid to bring the energy to the electric network [3]. However they have still not been
developed to the extent of the fixed-base systems although they are now beginning
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(a) Generation phase (b) Recovery phase

Figure 1.5: Cycle of fixed-base ground generation systems. Obtained from [3]

to gain relevance. In this systems there is still unwinding and rewinding of the
rope in the generator, but this acts only as a control mechanism and the energy is
produced by the movement of the base thanks to the force generated by the aircraft.
The moving phase systems can adopt several shapes, such as the vertical axis (see
Figure 1.6a), closed loop rail (see Figure 1.6b), and open loop rail (see Figure 1.6c).

(a) Vertical axis (b) Closed loop rail

(c) Open loop rail

Figure 1.6: Moving base ground generation systems. Obtained from [3]

The aircrafts used in this kind of systems can take several forms, mainly being
kites or gliders, as shown in Figure 1.7. Further information on the specifics of each
type of aircraft can be found in [3].

There exists another design possibility that is not shown in Figure 1.7, mainly
because it doesn’t use a kite. It is the design that Christof Beaupoil uses in [4] and
it is based on a rotor under autorotation. This rotor generates a lift force to keep
it on air and an excess of rotation moment to make a ground station rotate, thanks
to a structure called Open Tensegrity Shaft that transmits torsion from rotor to
ground. Figure 1.8 shows this design. Since this will be actually the kind of AWES
that will be used in this thesis, extended information will be given on its working
characteristics along Chapters 2, 3 and 4.

The company that has been one of the pioneers in researching and developing
ground generation systems is KiteGen. KiteGen is a company founded in Italy
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(a) LEI SLE kites (b) LEI C-kites (c) Foil kites

(d) Glider (e) Swept rigid wing (f) Semi-rigid wing

Figure 1.7: Types of aircrafts used in Ground-generation AWES. Obtained from [3]

Figure 1.8: Ground-based AWES with a rotor in autorotation. Source [4]

with more than 10 years of research in the AWE field, having achieved already 5
prototypes that are near the industrialization phase (they are at TRL 8) [5]. They
have obtained through their prototypes a design that is said to provide energy from
wind with an LCOE of less than €30/MWh, which is more than €10/MWh less
than current wind turbines.

One of their latest designs is the KiteGen Stem Generator, shown in Figure
1.9. It is an igloo structure attached to ground holding all the energy generation
equipment that has two arms or stems that move to control and drive the kite. The
kite, typically an arch-kite or semi-rigid wing (Figure 1.7f) is attached to the stems
by using Dyneema ropes. They had a 3MW nominal power rating test site for this
machine, but they tested it at 40kW since they had still not produced a kite rated
for such energy generation.

But apart from KiteGen, there are several other projects currently under devel-
opment:
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Figure 1.9: KiteGen Stem Generator, obtained from [5]

• Kitenergy is another italian company that has been able to test a 60kW proto-
type that controls a foil kite (Figure 1.7c) with two ropes, similar to KiteGen
as it was founded by a former partner of this company [3].

• SkySails is a German company that develops ground generation AWES based
on foil kites (Figure 1.7c) controlled with one rope. They are currently building
prototypes to reach up to 3.5MW [3].

• TU Delft is the university whose project, KitePower, has obtained the biggest
progress up to now. They are currently developing a 100kW prototype having
in mind its launching for commercial applications [24]. It is a LEI kite with a
single tether and they can control the angle of attack [3].

• AMPYX Power was the first company to develop a ground-generation AWES
based on a glider (Figure 1.7d). Furthermore, their prototype is able to make
the whole sequence from take-off, energy generation and landing automatically
[3].

1.2.2 Fly-gen systems
In fly-generation AWES the energy is produced on-board by means of generators

that act similar to a wind turbine but in a much smaller scale. Systems working
with this principle can have very different shapes: kites or aircrafts flying crosswind,
balloons rotating with Magnus effect or static rotors.

When using this types of systems, there is no need of reel in-out cycles to pro-
duce energy so other simple trajectories such as the circular one may be used for its
simplicity and good output [3]. This simple figures facilitate the building of wind-
farms in tighter spaces, making sure that trajectories will not intersect. Energy is
provided to the machine only at the take-off phase, which makes the electric grid
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used for these systems much easier than that for fixed ground generation systems.

The company that has been the most successful up to now in the fly-gen systems
is Makani Power. Founded in 2006, Makani started developing ground generation
systems using fabric kites. They were acquired by Alphabet (Google matrix) in 2013,
which boosted their capabilities. With Alphabet support, they began in 2015 the
testing of a fly-gen AWES prototype that consisted of an aircraft flying crosswind
and having a series of generators along the wing. This prototype was designed to
transfer a total of 600 kW of electrical power (see the prototype in Figure 1.10).
Makani obtained a successful demonstration in 2019 [6]. Unfortunately, at the
beginning of 2020 Alphabet cut out Makani’s project, and they are still looking for
a solution to stay alive.

Figure 1.10: Makani Power 600 kW demonstrator. Source [6]

Some other companies are already developing fly-gen systems, such is the case
of:

• Joby Energy uses a machine similar to that of Makani but consisting of a
bi-plane structure [3].

• Sky Windpower was the first company to try a different concept. Instead of
a glider type of aircraft, their prototype was a quadrotor whose rotors act as
motors for take-off and then change to generators, entering into autorotation
[3]. However, they had to close.

1.2.3 Other benefits and drawbacks
AWES offer some benefits with respect to current ways of extracting energy from

the winds that go beyond the fact of using the more constant and intense winds found
at high altitudes.

For example, high altitudes have the advantage of diminishing bird strike issues
and they generate less noise in the nearest communities. But even more important,
high altitude winds unlock the feasibility of extracting energy from wind practically
in any location, it levels the wind availability worldwide.
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Even if AWE would not be feasible for worldwide energy generation, it offers a key
advantage not found elsewhere. It is an electricity generation system very rapidly
deployed and with enough capacity to be useful in, for example, zones devastated
by some natural disaster. They can be transported in a single truck, with weights
of up to 30 tonnes and be installed by just laying them on ground in a flat surface
with enough clear space for take-off.

Related to the simplicity and low weight of the components of AWES, they can be
easily used offshore. And since they don’t need as strong and complex foundations
they don’t have the constraint of being near the shore, so they could potentially be
used to build windfarms in deep waters, were winds blow strongest and more steady.
Only an anchor could be required for placing the “ground” structure.

Finally, on the other hand, the main drawback that is found for this technology,
with the aim of scaling it to worldwide use, is that at high altitudes it may affect air
traffic. Therefore, not any location could be used to build an AWE farm, and lots
of regulation will be needed to make sure that this technology can be implemented
with safety.

1.2.4 Current state of software

Up to this section the current state of the hardware of the technology has been
discussed. But to deeply get an understanding of the extent of this work, also the
current state of the software in AWES must be assessed. Several types of AWES have
been developed and are approaching the commercialization phase. In this respect, a
lot of software effort has been put in the proper simulation of AWES, as it is the case
of the work done by this thesis’ supervisor [25], [26], [27], [28], [29] and [30] that lead
to the development of LAKSA, a Lagrangian Kite Simulator that includes several
number of modules, each aimed at the simulation of a given type of AWES. However,
it did not include up to now a module for Rotorcraft Airborne Wind Energy Systems
(RAWES from now on), which this work will focus into. RAWES have not received
as much attention up to now as the other types of AWES but they show a great
potential as well.

Most of the research found in this field (RAWES) is aimed at the study of autoro-
tation, the physical phenomenon behind RAWES, but the study of autorotation for
energy extraction has not been highly exploited. Mackertich submitted his univer-
sity MSc Thesis regarding RAWES [31], but its purpose was mainly to apply Glauert
equations to study autorotation and then apply a simple method to estimate en-
ergy extraction. De Schutter, Leuthold and Diehl in their paper [32], study how
controlling RAWES with pitch control onboard is possible. They model a RAWES
similar to the one in this work but simplified to isolate the results of the particular
study they are performing. For that reason, this is expected to be the first purely
dynamical simulator for RAWES.
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1.3 Objectives
The research objectives, specific for this thesis, that are being pursued here are:

• To learn how this new technology for extracting energy works.

• To analyze the current state of the art of rotorcraft airborne wind energy
system.

• To acknowledge the relevance of this field of research.

• To develop a dynamic simulator of rotorcraft airborne wind energy system
that will allow IFP Energies nouvelles to understand what are the strengths
and weaknesses of such systems.

• Contribute to achieving decarbonization in energy production.

1.4 Thesis organization
This thesis aims to develop a dynamical simulator for rotorcraft airborne wind

energy systems. Once this field has been introduced, Chapter 2 sets the basis of the
physics behind the phenomenon of autorotation and establishes all the equations
that build the model of the rotorcraft airborne wind energy machine for its simu-
lation. Chapter 3 assesses the validation and verification of the model developed
comparing the characteristics shown by the model with experimental results and
with several papers. In Chapter 4 all the results are thoroughly explained: the main
results that come out of the model for the most general case and all the studies that
have been carried out to take advantage of the simulator in order to obtain a better
knowledge on the behavior of the machine and how to make it better. Finally the
conclusions of the work and the further work that would be done to further improve
the simulator are stated in Chapter 5.
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Model description
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As stated in Section 1.2.4 the simulator developed in this work will be used in a
machine like the one in Figure 1.8. To understand how the model is obtained, an
explanation is required on the theoretical background behind this technology. Once
it is properly understood, the model will be presented alongside with the physics
behind it.

2.1 Theoretical Background. Autorotation
Autorotation is the physical phenomenon that allows for energy extraction in

a rotorcraft. A proper understanding of such phenomenon is needed to build a
machine that exploits it for energy harvesting purposes.

The phenomenon of autorotation gained a lot of interest when the first prototypes
of helicopters started to be developed. Only some prototypes obtained marginal
success and they were not really useful. This changed when Juan de la Cierva
realized that it was possible to use autorotation to create a vertical force, replacing
the wing of an aircraft. He called his invention the Autogyro. It was the early

15
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1920s. As there was still no engine capable of driving a rotor, the autogyro used a
propeller to drive the longitudinal thrust while a non-powered rotor gave the lift to
gain altitude. His machine could not achieve neither hover nor vertical flight, but
could take-off and land in a fraction of the distance used by common aircrafts [33].

Although the autogyro could not compete with common aircrafts, because of its
lack of vertical flight and hover, it pushed forward the research and development
of the helicopters. Once the first helicopters succeeded, the research into autogyros
and, hence, autorotation, slowed down considerably.

After the first successes of de la Cierva’s autogyros, Glauert began the research
in this field, establishing the first basics of the theory of the autogyros in his work
[34]. This theory was then expanded in the decades of 1920 and 1930 by other
researchers such as Lock [35] and Wheatley [36].

Autorotation is the main working principle of the autogyro, but it is key as well
for helicopters. They use the autorotation phenomenon in case of engine failure. The
rotor stops receiving power from the shaft and thanks to autorotation they descend
at a moderate velocity that allows for a safe landing, so it protects helicopters from
disaster. A lot of research has been done to study the different autorotating descent
regimes of a helicotper, as for example in [33] and [8]. Nowadays the interest in
autorotation is resurfacing and several new studies are being made: [37], [10], [38],
[39], [7].

While the working behavior of helicopters may seem quite intuitive, autorotation
may not. Helicopters create lift with the airflow passing downward through the rotor
(see Figure 2.1a) and in autogyros, or autorotation in general, energy is extracted
from the incoming flow creating lift with the flow passing upward through the rotor
(see Figure 2.1b). That is the reason why when moving forward, the helicopter tilts
the rotor forward, while autogyros tilt it backwards.

(a) Autogyro flow state (b) Helicopter flow state

Figure 2.1: Rotor tilt, flow direction and overall rotor forces of the autogyro and
helicopter. Source [7]

Figure 2.1 shows as well one of the inefficiencies of autogyros. The nature of its
backward tilt makes the lift contribute negatively to thrust, requiring more power
to generate forward force.

The way in which a rotor in autorotation mode generates lift is the same as for
a driven rotor: the rotating blades experience a tangential velocity and, since blade
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cross-sections are airfoils, they generate aerodynamic lift and drag, variable along
the blade. This behavior will be thoroughly studied in Section 2.3.

(a) Driving section (b) Braking section

(c) True autorotation section

Figure 2.2: Velocity and aerodynamic forces configurations in three different sections
along the same blade. Source [8]

But a first step prior to this analysis would be to understand how the flow going
upwards through the rotor makes it rotate. Autorotation in equilibrium is defined as
the self-sustained rotation of a rotor where no net torque exists: it does not provide
nor extract net energy, so the moment along the shaft Mz is 0 [7]. The turning of the
blades in autorotation is caused by the azimuthal asymmetry of the aerodynamic
forces along the blade span [8].

Along a given blade, the tangential velocity of any differential section will vary, as
this tangential speed will be the result of the product between the rotational speed
and the radius of the section. And this is added to a component given by the incom-
ing airflow, that will be equal for all the sections of the blade. The vector addition
of this tangential velocity (Ωr in Figure 2.2) and the vertical velocity component of
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the incoming flow (UP in Figure 2.2) will have as a result an incidence angle of the
flow to the section, or airfoil. And this has a double consequence: first, the angle
of attack and the magnitude of the resultant velocity determine the magnitude of
the aerodynamic forces, lift (dL) and drag (dD). Second, these aerodynamic forces
are defined as lift being perpendicular to the flow direction and drag being parallel
to it, so that depending on the angle of attack perceived at each section, not only
the magnitude of the forces will change, but also its orientation. And these forces
projected into the rotor plane are translated into two different forces: a thrust (dTb
in Figure 2.2), vertical, and a driving force (dFTb

in Figure 2.2) along the y axis that
creates a driving moment (tends to accelerate the rotation) or a braking moment
(tends to slow down the rotation).

In Figure 2.2 the three different possible states are shown. Figure 2.2a corre-
sponds to a section of a given blade that is generating a positive moment, that
tends to accelerate the rotor. In this case, the horizontal (in the rotor-plane ref-
erence system) resultant force is positive and, hence, the airfoil is pulled forward,
powering the rotation. Figure 2.2b corresponds to a section that is braking the ro-
tation. In this case the resultant horizontal force is backwards, meaning a negative
moment that brakes the rotation. Although in Figure 2.2b it is shown a negative
incidence angle, this angle may actually be positive or negative, but in any case
lower than in the driving sections. Blades in helicopters mainly work in this state.
Finally, the section represented in Figure 2.2c is at true autorotation. There is no
net horizontal force, meaning that this section doesn’t contribute to the rotation,
but it still contributes to thrust.

Figure 2.3: Typical radial distribution of moments along a blade. Source [8]

The result is that, along a blade, a radial distribution of moments is obtained, in
which some parts of the blade may contribute positively to the rotation and some
others negatively, while certain sections may have no contribution. This distribution
is related as well to the incidence angle distribution, as it is one of the main variables
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in the resultant moment of the section. The incidence angle is typically higher at
the inward part of the blade and lower at the outward part.

Furthermore, the rotation speed of the rotor will heavily affect the distribution.
When the blades rotate at higher angular speeds, the true autorotation sections
(sections with zero moment contribution) should move inwards, towards the root.

In autorotation, it is important to take care of the angles of attack (incidence
angle plus pitch angle, as explained in Section 2.3) achieved along the blades, as
reaching too high angles of attack may cause big portions of the blade to be in stall
and cause rapid decreases in lift and decays in the rotational speed.

In Figure 2.3 it can be seen a typical distribution of moments along a blade.
The most inward part may typically be in stall due to high incidence angles and low
velocities, hence its negative contribution, but once stall is overcome, it begins the
driving region. The outward part of the blade contributes negatively. This figure
would correspond to a blade with no net rotating moment (positive and negative
contributions cancel out). In autorotation (understood as equilibrium autorotation)
the sum of the net moments generated by each blade would be zero. However,
depending on the characteristics of the problem, the total net moment can be also
positive or negative, meaning that the rotor can be accelerating or decelerating
towards its equilibrium rotation speed.

This equilibrium point may be stable or unstable, depending on the derivatives
of the shaft torque around the equilibrium position, as will be studied in Section
4.2. If it is stable, a perturbation of the equilibrium will generate a moment tending
to make the rotor go back to the equilibrium point. If it is unstable, a perturbation
will move the rotation state far away from the equilibrium.

Note that Figures 2.2 and 2.3 are reproduced from [8] and the reference system
used in these figures is not the same as the one that will be employed to derive the
model in the present work.

2.2 KiteRotor and LAKSA

As already stated, the objective of the present work is to develop a dynamic model
of an autorotation machine for airborne wind energy applications. The equations
of motion correspond to the ones of KiteFlex, a module of the LAKSA software
that considers the dynamic and control of a rigid body linked to the Earth by
an inelastic and flexible tether [30]. This work will constitute a new module in
LAKSA, a lagrangian flight simulator for AWE that does not include RAWE yet.
The main novelty included so far, what makes it possible to analyze RAWE instead
of the current types of AWE included is the aerodynamic model of the rotor, which
presents fundamental differences as compared with a fixed-wing aircraft or a kite.
This work follows closely the nomenclature and notation used in [30]. In particular,
the gravitational acceleration g, the initial length of the tether length L0, and the
mass of the rotor MR have been used to normalize the variables.
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The tether model is of key importance. For the present work the same model
used in all other LAKSA modules is employed. The tether will be divided into
several segments, each of them being a straight inelastic rod, and joined together by
ideal joints without dissipation. By considering the tether as composed by several
rods, flexibility effects in the tether are captured, but elasticity is ignored, which
is equivalent as assuming infinite velocity for longitudinal perturbations in the rods
[30]. By doing so, fast oscillations are removed and the simulator speed is largely
improved.

The tether is attached to the bridle at a point Q and the bridle is attached, in
turn, to the rotor, but the tether angles are not allowed to change in this simulator.
The rotorcraft will be modeled as a rigid body, and the equations of motion are
derived using Lagrange’s formalism, not coupled with algebraic constraints. All
these aspects of the model are identical to those of [30], so detailed information can
be found there.

The state vector of the RAWES dynamic simulator is:

xs = [γ1 γ2 · · · γNR
ϕ1 ϕ2 · · ·ϕNR

θ ψ φ λ0 λc λs] (2.1)

where NR is the number of rods used to model the tether, γj and ϕj are the angles
that define the positions of rod j, and θ, ψ and φ are the pitch, yaw and roll angles
of the rotor. Finally, the variables λ0, λc and λs are the inflow parameters, fully
developed in Section 2.3.2. For the analysis of the present work no control has been
provided, so there is no control vector. However, the module is prepared to include
control variables, in which case the control vector would become:

xc = [`R `B δ η θ1 θ2 · · · θNb
] (2.2)

with `R the normalized length of a rod, `B the normalized distance between the
center of mass of the rotor and the point Q where the bridle lines and the tether
meets, δ and η two angles that define the geometry of the bridle, and θbj the pitch
angle of blade j with j running from 1 to the total number of blades Nb. In our
study we will take δ = π/2 (point Q is in the line normal to the plane of the rotor
passing through its center of mass), and η = 0 (symmetric bridle). The equations
of motion of the system read

dxs
dτ

= f (xs;xc) (2.3)

where τ = t
√

g
L0

is a dimensionless time.

2.2.1 Kinematic considerations
A tether of length L0, density ρt and cross section At connects a fixed point at

the ground OE with the center of mass (point OB) of a rotor of mass MR. The rotor
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has Nb blades of length R and chord c. A reference frame SB1 that moves attached
to the rotor is defined. It has its origin at OB, the xB − axis is along the axis of
the blade number 1, and its zB − axis is normal to the plane of the rotor and points
downwards during normal flight. Nb additional frames named SB1, SB2, · · · SBj
with origin at OB, z− axis parallel to zB, and the x-axis along the axis of blades
number j will be also used in the analysis (see Figure 2.4). The rotation matrix
that relates vector components in the SB1 and SBj frames are

R̄j1 =


cos

(
2(j−1)π
Nb

)
sin

(
2(j−1)π
Nb

)
0

− sin
(

2(j−1)π
Nb

)
cos

(
2(j−1)π
Nb

)
0

0 0 1

 . (2.4)

The x − axis and y− axis of the body frames span the plane of the rotor. A
sketch of the frames of reference is shown in Figure 2.4.

Figure 2.4: Earth and rotor frames of reference (left) and detail of the frame of
reference of a blade (right).

Unit vectors along the axes of the frame are denoted by i, j and k and a subscript
is added to indicate the frame. For instance, iB1, jB1 and kB1 are the unit vectors of
frame SB1.

The dynamics of the rotor are studied with respect to an inertial frame SE that
has origin at the ground attachment point OE and its zE-axis points to the center
of the Earth. The wind velocity reads

Vw = −
√
gL0vw (cosψwiE + sinψwjE) (2.5)

where vw(t) and ψw are dimensionless functions that determine the speed and the
heading angle of the wind.

Some important kinematic quantities that will appear in the analysis are the
angular velocity of the rotor with respect to the inertial frame ΩBE ≡

√
g/L0ωBE
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and the absolute velocity of the center of mass of the rotor V ≡
√
gL0v. The

normalized aerodynamic velocity of the center of the rotor then reads

vA = v − vw . (2.6)

2.2.2 Mass geometry
The rotor that is considered here has the shape of the one shown in Figure 2.4,

but it is parametrized so as to rapidly adapt to changes: possible eccentricity of the
blades is considered, that is, the beginning of the blades may be at a given distance
of the center of rotation. All elements are parametrized so as to account for different
number of blades.

One of the rationales behind the potential of AWE is that the outward part of
the blades of wind turbines account for the most of the energy generated, so if the
kite or glider is used as if it was the outer part of a rotating device, it would be
possible to extract most of the energy that could be extracted for a given radius
of rotation, but with just a fraction of the mass, besides being possible to obtain a
much bigger radius. The same reasoning is expected to be applied for RAWES. As
it was explained in Section 2.1, the inward parts of the blades may be typically in
stall, and even if they are not, they will account for a small contribution. That is
why it is expected for these machines to have the blades separated from the center
of rotation, making possible to obtain greater radius and surface but with limited
mass. However, structural constraints may make this not possible.

In the case where the blades do not meet at the center of rotation, it is considered
that they are attached at the center of rotation through rods of a given mass and
constant density and cross-section.

The center of mass of the rotor coincides with point OB. The tensor of inertia
of the rotor will have great effect in its behavior. The components of the tensor of
inertia with respect to the body axes are generalized for a rotor of Nb blades. It will
be obtained very easy by using the following properties:

• Ix = Iy due to symmetry.

• Consider the property:
Ix + Iy + Iz = 2I0 (2.7)

where I0 is the inertia calculated with respect of the point where the three
orthogonal axis meet, OB in the SB1 frame, and that, since there is no mass
out of the x− y plane, will be equal to Iz.

Thanks to these relations it is only necessary to calculate Iz. Let Rhub be the
radius of the hub of the rotor, that is, the distance from the center of rotation to
the beginning of the blade. Let Lblade be the length of the blade. Then, the moment
of inertia with respect to the central point, reads:
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I0 = Iz = Nb ·
∫
m

(x2 + y2) dm . (2.8)

The moment of inertia of only one blade can then be calculated with respect
to the central point. Let this blade be the one coinciding with the body x axis.
Assuming that the mass is concentrated along a line, the moment of inertia can be
integrated assuming two different constant densities along this line: ρ1 = m1/Rhub

for x ∈ [0, Rhub] and ρ2 = mb/Lblade for x ∈ [Rhub, R], where R = Rhub +Lblade is the
total radius of the rotor, and being m1 the mass of the cable attaching the center of
the rotor to the blade, and mb the mass of the blade itself, so that the total mass of
the rotor will be:

MR = Nb(m1 +mb) . (2.9)

Then the moment of inertia with respect to the center point is:

I0 = Iz = Nb ·
∫
m

(x2) dm = Nb ·
(
ρ1

∫ Rhub

0
x2dx+ ρ2

∫ R

Rhub

x2dx

)
(2.10)

= Nb ·
(
R3
hub

3

(
m1

Rhub

− mb

Lblade

)
+ mb

Lblade

R3

3

)
. (2.11)

Knowing Iz then it is straight forward to obtain Ix and Iy, which are:

Ix = Iy = Nb

2 ·
(
R3
hub

3

(
m1

Rhub

− mb

Lblade

)
+ mb

Lblade

R3

3

)
. (2.12)

2.3 Aerodynamic modelization
Several types of rotors exist, depending on their degrees of freedom. In the

present work a rigid rotor is considered, with no flapping and lagging movements
allowed. Early prototypes made in this field are typically of this type, because it
is the simplest and cheapest form. However, the flapping and lagging movements
improve a lot the behavior of the rotor, making it easier to control and reducing
vibrations. However, although not having hinges to allow for flapping motion, the
natural flexibility of the blades can also be substituted for the presence of hinges,
as is for instance the case in hingeless helicopter rotors. This will not be modeled
in the present work, while real prototypes and machines will experience it.

The dynamic simulator will need at each time step the aerodynamic forces and
moments that the rotor is generating, in order to integrate the equations of motion
and calculate all the variables at the following time step. Typical research done with
autogyros, such as [34], [36], [35] and also new ones as it is the case of [31] calculate
these forces and moments based on a combination of Glauert’s momentum theory
with Blade Element Theory (BET) to calculate forces and moments along the blade
and then integrate over one revolution.
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This approach is very useful when trying to make steady analysis. However for
the dynamic simulator being developed here that is not possible. To simulate the
movement of the blades and the whole rotor at each time step with precision the
integral over one rotation is not feasible, because a much smaller time step must be
used in order to obtain the effect of instantaneous forces and moments. For example,
the pitching moment may be zero when performing the one-revolution calculation,
but, in reality, at a given instant during the revolution the pitching moment may
be high, provoking the movement of the rotor and changing the aerodynamic vari-
ables in successive time steps, changes that would not be taken into account in
the one-revolution approach. For that reason, the forces and moments will be ob-
tained by applying directly Blade Element Theory. Applying BET to a rigid rotor
is much easier than for an articulated one and yet it brings up the most important
characteristics of the aerodynamics of the rotor [8].

While BET will be used for modeling the aerodynamic forces and moments, a
dynamic inflow model will be needed to properly estimate the aerodynamic velocity
experienced at each section of the blades. The dynamic inflow model is able to
obtain a map of the actual induced velocity experienced at each point of the rotor,
hence being much more close to reality than a model that takes a constant induced
velocity in every point of the rotor. Furthermore, it is dynamic, so the induced
velocity at each time step will depend on the forces and moments and also on the
inflow state at the previous time step. This result of the inflow model at each time
step will be an input for the BET, so both are highly related. For the inflow model,
the Pitt & Peters approach will be implemented.

2.3.1 Blade Element Theory

Blade Element Theory is, as defined by [8]: “The simplest theory that allows
to use geometric and construction parameters of the rotor as it is the case of the
airfoil, chord, span, torsion and number of blades”. It consists in dividing the blade
span into infinitesimal sections, which will be airfoils, and calculate the aerodynamic
forces of the airfoil, as well as their contribution to the moment with respect to the
rotation center. Then they are integrated along the blade to obtain the instant
forces and moments generated by each blade.

Therefore, to apply that, all the aerodynamic characteristics must be assessed at
each infinitesimal section.

The pitch angle θbj(t) of blade j is defined as the angle between its zero-lift-line
and the plane of the rotor, as can be seen in Figure 2.5. This angle is a control
variable. The normalized aerodynamic velocity of a section of blade j located at
distance r = Rr̃ from the center of the rotor will be the addition of three different
contributions: the aerodynamic velocity of the rotor (sum of incoming wind and
rotor displacement velocity), the tangential velocity generated from the rotation,
and the induction velocity:
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vAj(r̃) = vA + R̃ωBE × r̃iBj − vi kBj (2.13)

with R̃ = R/L0 and rblade < r̃ < rmax. The radius rmax is used instead of 1 to
account for blade tip losses, a phenomenon that has been widely acknowledged.
The value chosen is rmax = 0.97, meaning that the last 3% of the blade should not
be taken into account. This value was first proposed by Glauert [34] and has been
used as reference ever since. This effect happens because at the blade tip there
appears some recirculating flow, which generates a drop in the angle of attack that
finally results in no generation of lift. To counteract this, helicopters may use special
shapes for the blade tip, such as swept blade tips.

The reality is not as sharp as cutting the aerodynamic forces at 97% of the blade
span. The lift generated by the blade in the tip evolves smoothly to get to 0 at the
tip, but getting rid of the last 3% has been seen to reproduce this effect accurately
enough and very simply.

The fact that the blades start at a certain distance affects the force and moment
calculations. Let rblade be the position at which the blade begins, as a fraction of
the total rotor radius, this is:

rblade = Rhub

Rhub + Lblade
. (2.14)

Finally, vi kBj in Equation 2.20 is the axial induced velocity correction, further
detailed in Section 2.3.2.

The lift coefficient CLr(αrj) and drag coefficient CDr(αrj) of a section of blade j
depend on its local angle of attack (see left panel in Figure 2.5). The angle of attack
will be the sum of the pitch angle θbj and the incidence angle ϕrj. The incidence
angle is determined only by the direction of the resultant aerodynamic velocity of the
section, regardless of its pitch angle. It will depend on the j and k components of the
velocity, that is, the velocity component along the blade span does not contribute
to the incidence angle. Therefore, a higher proportion of tangential velocity would
result in a lower incidence angle, and a negative vertical velocity would result in a
negative incidence angle. With that, the angles of attack and incidence read

αrj = θbj(t) + ϕrj, ϕrj ≡ arctan
[
vAj(r̃) · kBj
vAj(r̃) · jBj

]
. (2.15)

Therefore, the total normalized aerodynamic force is

fA ≡
FA
MRg

= χ
Nb∑
j=1

∫ rmax

rblade

v2
Aj(r̃) [CLr(αrj) (sinϕrjjBj − cosϕrjkBj)

−CDr(αrj) (cosϕrjjBj + sinϕrjkBj)] dr̃ , (2.16)
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while the total normalized aerodynamic moment is

mA ≡
MA

MRgL0
= χR̃

Nb∑
j=1

∫ rmax

rblade

v2
Aj(r̃) [CLr(αrj) (sinϕrjkBj + cosϕrjjBj)

−CDr(αrj) (cosϕrjkBj − sinϕrjjBj)] r̃dr̃ .
(2.17)

Our model uses the lift and drag coefficients of an airfoil NACA 0015 at Re =
2×106 [40]. The airfoil selection has been based on several reasons. In the past, heli-
copters used mainly symmetrical airfoils for their blades, providing a good behavior
regarding maximum lift coefficient while producing low values of pitching moment
[8]. However, some benefits can be obtained when adding camber to the airfoil, pro-
viding a smoother shape at the leading edge, attaining higher values of maximum
lift coefficient. But, in the end, the NACA symmetrical airfoil was thought to be a
better compromise, as it will also allow to have a better understanding of the effect
of increasing the collective pitch. Finally, among the NACA symmetrical airfoils,
thickness to chord ratios around 12% are recommended [8] and the NACA 0015,
although showing a slightly higher thickness to chord ratio, it shows a very similar
behavior and data was found on its lift and drag coefficients for angles ranging from
0º to 180º in [40]. The right panel in Figure 2.5 shows the lift and drag coefficients
versus the angle of attack, where the values from 180º to 360º have been obtained
by symmetry.

0 0.2 0.4 0.6 0.8 1
/2

-1.5

-1

-0.5

0

0.5

1

1.5

2

C
L

C
D

Figure 2.5: Definition of the angles in a section of a blade (left) and lift and drag
coefficients versus the angles of attack (right) .

2.3.2 Inflow model
The inflow model used in the simulator was first developed by Pitt & Peters.

Their dynamic inflow model allows to take into account the unsteady dynamics
of the wake developing downstream of the rotor, which depends on the blade’s
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rotation and the overall thrust generated by the rotor. These aerodynamic loads are
indeed influenced by the dynamic inflow, so these two modules should be feeding
one another so that the model forms a closed loop.

Notation

The components of the aerodynamic velocity V (farfield wind plus craft velocity)
seen in a body frame, different from the one used until now, attached to the hub
of the rotor and rotating, are noted Vx, Vy, Vz. We also note V =

√
V 2
x + V 2

y the
velocity magnitude in the rotor plane. Note that this magnitude will remain the
same no matter how the body frame is set, as long as the z axis is perpendicular to
the rotor plane, so the rotating body frame is not an issue.

However, everything will be calculated in non-dimensional form. To ensure conti-
nuity with the rest of the modules in LAKSA, the velocity will be non-dimensionalized
using the same convention of LAKSA. Hence, the velocity called V will be made
non-dimensional as:

v =
√
v2
x + v2

y (2.18)

The same is applied to the angular velocity of the rotor with respect to the
inertial frame and the dimensionless time (τ = t

√
g
L0

).

The axial induced velocity field over the rotor disk is assumed to vary as follows:

vi(r̃, ψ, t) = v0(t) + vs(t) r̃ sinψ + vc(t) r̃ cosψ, (2.19)

where r̃ is the radial coordinate, and ψ the azimuth. The azimuth is set to ψ = 0°
in the direction of incoming flow if the rotor is assumed as fixed, or equally, in the
opposite direction of the aerodynamic velocity of the rotor as seen from the rotor.
Then the azimuth is set positive clockwise starting from this ψ = 0°, as shown in
Figure 2.6.

The aerodynamic loads are calculated by first integrating along the blade the
resultant loads at a differential blade section, and then summing the result of all the
blades. Then, the normalized aerodynamic velocity of a section of blade j located
at distance r = Rr̃ from the center of the rotor is, recovering the notation of our
model:

vAj(r̃) = vA + R̃ωBE × r̃iBj − vi kBj (2.20)

with R̃ = R/L0, rblade < r̃ < rmax and ωBE the non-dimensional angular velocity of
the rotor with respect to the inertial frame, while vi kBj is the axial induced velocity
correction.
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Figure 2.6: Azimuth convention to be used

Pitt & Peters dynamic inflow model

The working scheme of the Pitt & Peters dynamic inflow model is shown in
Figure 2.7.

Figure 2.7: Block diagram schematic of the inflow dynamic model [9]

The model by [41] is established in a set of axes aligned with the projection of
the aerodynamic velocity in the rotor plane as shown in Figure 2.8.

It should be noted that, even if Johnson’s reference frame is such that positive
z-axis is pointing upwards, the induced velocity is taken as positive when directed
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Figure 2.8: Johnson’s reference frame

downwards. Hence, a positive induced velocity will mean that the flow is slowed
down when passing through the rotor, as it should in autorotation.

In our model the forces and moments are calculated in body axis, so a transfor-
mation matrix P will be used to transform the body frame into the velocity frame
such that  CTCMy

CMx


w

= P

 CTCMy

CMx

 . (2.21)

On the right-hand side, the components are expressed in the body frame. On the left-
hand side, the superscript w indicates that the components of the induced velocity
are expressed in the frame aligned with the aerodynamic velocity. This matrix P
will be of the form:

P =

 cosφ − sinφ 0
− sinφ − cosφ 0

0 0 −1

 (2.22)

where a double rotation is performed. First, a rotation around the kb axis of an
angle φ, which is the angle formed between the ib axis and the projection vector of
the aerodynamic velocity on the rotor plane. Then, a rotation of 180º around the
resultant x-axis.

To obtain the angle φ, the aerodynamic velocity of the rotor in the body frame
is used. This velocity has two components in the rotor plane and one perpendicular
to it. Therefore, the first step is to calculate the angle formed by the aerodynamic
velocity vector in the 2D rotor plane (its [x,y] components) and the body frame x-
axis. Then, the angle searched is the one calculated plus 180º, since the convention
used by [33] shows an x-axis aligned with the incoming flow vector, that is, as
assuming the aircraft fixed and the wind in motion.
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The dynamical equations of the Pitts & Peters model that will be used here,
describing the 3-states model are the ones proposed by [33]:

LM
d

dτJ

λ0
λc
λs


w

+

λ0
λc
λs


w

= L

 CT
−CMy

CMx

 (2.23)

where the dynamic integration is made with τJ , which is the non-dimensional time
used in Johnson’s book [33] (non-dimensionalized using Ω). CT is the thrust co-
efficient, CMy the pitch moment coefficient, and CMx the roll moment coefficient,
all of them computed in Johnson’s frame [33]. It is important to note that in
Equation 2.23 everything is non-dimensionalized with Johnson’s [33] parameters.
Therefore, the variables under the symbol λ (λ0, λc, λs) correspond to the induced
flow parameters of Equation 2.19 but, instead of being non-dimensinalized using the
LAKSA convention (Equation 2.19 uses this convention), dimensional velocity V is
non-dimensionalized as follows:

v = V√
gL0

⇒ λ = V

ΩR . (2.24)

However, the calculation of the forces and moments must include the induced ve-
locity with the non-dimensionalization of this work. Hence, they are easily related
as:

v = λ · ωR̃ (2.25)

being Ω and ω the magnitude of the rotor’s angular speed in dimensional and non-
dimensional form respectively. To include these dynamic Equation (2.23) in LAKSA,
the induced flow parameters will be included in the state vector. But these equations
are integrated with an non-dimensional time:

τJ = t · Ω . (2.26)

Then, we relate both derivatives applying the chain rule:

dλ

dτJ
= dλ

dτ
· 1
ω
. (2.27)

The thrust and moment coefficients are Johnson’s [33] non-dimensional variables,
this is:

CT = T

ρπR4Ω2 , CM = M

ρπR5Ω2 . (2.28)

To obtain them, the force and moment vectors are rotated to the wind axis, by using
matrix P . Then, the coefficients are obtained as:
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CT = Γ · fAz

R̃4ω2
, CMy = Γ · mAy

R̃5ω2
, CMx = Γ · mAx

R̃5ω2
(2.29)

being,

Γ = MR

ρπL3
0
. (2.30)

The matrices L and M read as follows [33],

M =


128
75π 0 0
0 64

45π 0
0 0 64

45π

 (2.31)

and

L =


1

2vt
− 15π

64vm

√
1−cosχ
1+cosχ 0

15π
64vt

√
1−cosχ
1+cosχ

4 cosχ
vm(1+cosχ) 0

0 0 4
vm(1+cosχ)

 . (2.32)

In matrix L two effective velocity terms are used. Through momentum theory a
given expression for the mean induced velocity is obtained, and it is observed to
be valid for some cases. However, [33], [9] and [39] agree that, for the flow terms,
it should be substituted by a mass-flow parameter obtained through differential
momentum theory to give a more precise distribution of induced velocity for either
ascent or descent flight, implying that the terms used in Equation 2.32 are:

vt =
√
µ2 + λ̄2 , (2.33)

vm =
µ2 + λ̄

(
λ̄+ λi

)
√
µ2 + λ̄2

. (2.34)

The Pitt & Peters equations were initially established for helicopters, and were
then adapted for autorotation by Houston ([38], [42], [10] and [37]). The equations
themselves remain the same (Equation 2.23), but Houston’s convention will be used
for defining the parameters in vt and vm [37]:

µ = Vplane
ΩR ≡ vplane

ωR̃
, (2.35)

µz = Vout
ΩR ≡

vplane

ωR̃
, (2.36)

where Vplane and Vout are the rotor plane and out-of-rotor plane velocity magnitude
respectively, with the lower case velocities being those non-dimensionalized with the
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present work convention. Note that µz is defined positive when the airflow goes
through the rotor upwards.

Then, χ is the wake skew angle, computed as

cosχ =

∣∣∣λ̄∣∣∣√
µ2 + λ̄2

. (2.37)

Finally,

λi = CT

2 ·
√
µ2 + λ̄2

(2.38)

λ̄ = λi − µz . (2.39)

Note that Equations 2.38 and 2.39 are coupled, so a Newton method will be
applied at each time-step to obtain these two parameters. The iterative Newton-
Raphson method proposed by Johnson [33] is chosen for implementation. It solves
for λ̄:

λ̂in = λ2
h√

λ̄2
n + µ2

, (2.40)

λ̄n+1 = λ̄n −
λ̄n − µz − λ̂in

1 + λ̂inλ̄n/(λ̄2
n + µ2

f (2.41)

where λ2
h = CT/2 and a relaxation factor of f = 0.5 is used to improve convergence

[33]. In order to initialize the solution, the first guess will be:

λ̄ = λ2
h√

(λh + µz)2 + µ2
. (2.42)

However, care should be taken because this method is developed with Johnson’s
convention for µz, which is different from the one used in the present work, so µz
should change sign when performing this Newton-Raphson iteration method.

2.4 Force exerted by the anchor kite
Some early prototypes of RAWES that do not incorporate active control typi-

cally include elements such as kites or balloons to confer improved stability to the
machine, as [43] and [4] did. The configuration that is going to be used to analyze
results in order to validate our model will be the one by Christof Beaupoil [4], which
uses a kite for stabilization. See in Figure 3.1 the machine itself.



Chapter 2. Model description 33

This kite acts as a kind of anchor in the sky, attached to the rotor and that
tends to keep it in its position. To model the effect of the kite, it will be considered
a force acting on the rotor center, perpendicular to the rotor plane in the stable
position of Figure 2.9, and modeled as a spring and damper, hence proportional to
the elongation and elongation rate of the cable connecting the rotor and the kite.
This will be modeled by taking into account the position at which the machine is
seen to stabilize (see Figure 2.9), as it can be followed hereunder.

Figure 2.9: Stable situation of the machine.

The position of the kite will be considered as fixed, in the same direction as the
tether (in the experimentally observed equilibrium position), and at a distance La
(a coming from anchor) of the rotor. The angle formed between the tether and the
ground will be called Γ. We can then obtain the position of the kite as:

Xa = −(L0 + La) · cos(Γ) (2.43)
Za = −(L0 + La) · sin(Γ) . (2.44)

Then, the position vector of the kite:

ra = Xa

L0
iE + Za

L0
kE . (2.45)

Let’s define r as the vector going from the center of mass of the kite (rk) to the
center of mass of the anchor (ra):
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r = ra − rk . (2.46)

The actual distance between rotor and kite may vary, so let its magnitude be,
taking into account that the position vectors are non-dimensionalized with the tether
length L0, the difference between the actual length (|r|) and the ”natural length of
the spring” (La):

ε = |r| − La
L0

. (2.47)

while the elongation rate, ε̇ is:

ε̇ = dε

dτ
= r · vk

|r|
(2.48)

and the force is exerted in the direction of the cable pointing to the kite, this is:

u = r

|r|
(2.49)

Finally, k0 (N/m) being the spring constant and ξ (Ns/m) the damper constant,
the force exerted by the kite:

fa = Fa

MRg
= L0

MRg

(
k0 · ε+ ξ

√
g

L0
· ε̇
)
u ≡

(
k̃0ε+ ξ̃ε̇

)
u . (2.50)

2.5 Energy extraction
Several ways exist to extract energy from the machine in a ground-based manner.

To be able to compare the energy extracted with real data, the configuration of the
machine, as already stated, will be the one by Christof Beaupoil [4], so its energy
extraction system will be mimicked.

It is a ground generation RAWES that is able to extract energy from the air by
transmitting torsion from the rotor to ground. This transmission is made possible
thanks to the a structure called Open Tensegrity Shaft (hereafter called OTS for
simplicity). It is a strucutre that substitutes the simple tethers used in other cases.
The OTS is ”a rotating three-dimensional long structure made of components in
compression (struts) and tension (tethers) for the torsion based transmission of
power” [4].

This structure is very well fitted to transmit torsion, so it rotates with the rotor
and drives a wheel that is in charge of generating electricity. Furthermore, because
the structure is still a prototype and, therefore, not thought to be as stiff as possible,
the experiments have concluded that the machine should not be allowed to rotate at
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more than 115 rpm, otherwise it will break. Therefore, the wheel at the other end
of the OTS will provide variable friction to cut-off the rotation speed of the rotor
to 115 rpm. This variable friction is regulated through a PID, so to simulate this
behavior, a PID has been implemented in the model.

This PID is set to be a proportional PID, whose constant has been set to PID =
−0.1. The implementation of this PID is done by adding a moment and a generalized
force. Therefore, the moment extracted from the machine will be:

ε = |ωBE| − ωtarg (2.51)
Mrev = PID · ε · kBj (2.52)

being ωtarg = 115 rpm is the target rotation speed, to be used in non-dimensional
form.

This moment Mrev will be actually the moment that is extracted from the ma-
chine and that drives the electicity generation wheel.
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Verification and validation are two key concepts in the development of any type
of software. If the system or code is not verified or validated, one may be trusting
results and acting upon them, and the results be far away from the reality. Therefore,
before getting any useful output from the built dynamic simulator a process of
verification and validation will be carried out, and only after doing so, results can
be obtained.

The present system is a modification and extension of LAKSA, which was already
verified and validated [30]. Therefore, the efforts should focus in validating and ver-
ifying the modules developed in this work and implemented within LAKSA. These
modules are the whole aerodynamic module and a subsystem of it, the induction
model.

Houston [10] Simulation

Max. induced speed λ 0.043 0.045

Table 3.1: Inflow result comparison with [10]

Two main validations have been carried out, one regarding the inflow model
and one regarding the whole aerodynamic module. Results can be easily found in
Tables 3.1 and 3.2 respectively. More insight will be given on these results in their
corresponding sections: 3.2 and 3.3. But before getting into that, the geometry used
will be commented upon.

37
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Christof [4] Sim. at 5.7 m/s Sim. at 4 m/s

Extracted moment |Mz| (Nm) 3.75 9.85 4.25

Lift force N 200 82 44

Table 3.2: Aerodynamic comparison with [4]

3.1 Geometry
The validation of the simulator will be performed by comparison with the results

obtained by Christof Beaupoil with his prototype.

This machine complies with all the geometrical constraints for which the model
has been developed. It is a rotor composed of 4 blades, being the blades displaced
from the rotation center, and the energy is generated in ground thanks to the torsion
transmitted from rotor to ground station through the OTS structure. The machine
is shown in Figure 3.1.

Figure 3.1: Ground generation RAWES sketch (left) and real machine attached by
the OTS (right) [4] .

However, the OTS structure is not modeled. Instead, our model will keep being
attached by a thin tether, so the inertial effects of the torsion of the OTS structure
will not be taken into account.

3.2 Inflow model
To validate the implementation of the dynamic inflow model, mainly two papers

have been used. The first is the study made by S.S. Houston in [37] in which
they compare experimental results of a an autogyro with the results using an inflow
model as the one described here. The main result that it can be extracted from
this paper is the fact that Houston obtains, as he expected, an inflow distribution
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such that the maximum downwash velocity obtained in the rotor should be located
in the back of the rotor, while in the front of the rotor the least downwash is
expected, being possible to even obtain some upwash depending on the conditions
of the autorotation. Then the rest of the rotor evolves smoothly from maximum to
minimum downwash.

To check whether this behavior is observed, the rotor disk has been plotted and
colormapped by the non-dimensional induced velocity λ in Figure 3.2. It is checked
then if the behavior observed by Houston is reproduced in our rotor (note that the
front is referred to the part where the wind is coming from, hence at ψ = 180º).

Figure 3.2: Induced velocity distribution in the rotor

The distribution reported in Figure 3.2 is as expected. The minimum value of
λ is still positive, meaning that no upwash induced velocity is obtained, this lying
completely within expectations.

The second paper used is from S.S. Houston and R.E. Brown [10] . In this work
they study the inflow on an helicopter descending in autorotation without action of
the engine. The distribution obtained by Brown and Houston can be observed in
Figure 3.3.

As it can be seen, both distributions are very similar, although some differences
may be observed, arising from the difference in the nature of the problems studied.
However, our induction model gives the qualitative results that it should.

One should not try to reproduce the magnitude of the induced velocity in m/s,
as it is a different machine (an helicopter in autorotating descent vs only a rotor) and
very different results are to be expected. However, when working with dimensionless
variables, magnitudes can be compared. Unfortunately, results in [10] are given with
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Figure 3.3: Comparison of the induced velocity distribution obtained by Houston
and Brown [10] (left) and by our model (right) .

dimensions, but quantitative results can be used to compare the order of magnitude
of the induced velocity obtained, which should be similar in non-dimensional terms.

The study in [10] consists in the study of a Puma helicopter descending in au-
torotation in an inclined plane. This helicopter is propelled by a four-bladed rotor,
as our validation geometry, with a diameter of 15 m. The results in Figure 3.3
are obtained when the forward speed is at 80 knots. Brown and Houston study as
well the rotorspeed at different values of the forward velocity for the autorotating
descent, as shown in Figure 3.4.

Figure 3.4: Evolution of the rotorspeed in autorotating descent for different values
of forward velocity, results from [10]

Then, at 80 knots of forward speed, the equilibrium rotorspeed obtained is around
28 rad/s. With that and the radius of the rotor, the maximum non-dimensional
induced velocity obtained by [10] is:

λ = Vi
ΩR = 9

28 · 7.5 = 0.043 . (3.1)

Comparing that to the maximum induced velocity obtained in the present work,
which is λ = 0.045 it can be deduced as well that the quantitative results obtained
with the implemented inflow model are correct.
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The results of the inflow in Figures 3.2 and 3.3 are the total induced velocity
at each point in the rotor, but this inflow has the contribution of three parameters.
These figures are obtained for a given time advanced in the simulation, and they
are observed to be nearly constant once the equilibrium position is reached. The
evolution of these parameters in time with the case run with the validation geometry
is shown in Figure 3.5.

Figure 3.5: Evolution of the inflow parameters in the simulation

The behavior is the expected one: the mean inflow parameter converges to a
stationary value, while the cosine and sine parameters vary periodically but are
bounded, taking into account that the simulation converges to an equilibrium: the
rotor stays at a given position and the rotation speed is constant. The bounded
periodic variations affect much more the sine and cosine parameters since they are
more influenced by the pitch and roll moments of the rotor, which oscillate due to
the flapping restriction. Furthermore, as in [10], the mean inflow parameter and the
sine parameters are of the same order of magnitude, while the cosine parameter is
an order of magnitude smaller.

3.3 Aerodynamic model
To validate the aerodynamic module as a whole, the intention is to compare the

main result of the simulation with the experimental data provided by Christof with
his machine [4]. The main result is the energy output, not measured as a Power but
as a Moment.

The rotation of the rotor is transmitted through the OTS to the ground station,
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which turns a generator. Therefore, the moment experienced at the ground station
is the one that should be replicated.

In order to make this validation possible, the same parameters of Christof’s
machine are used in the simulator: wind speed, lengths of tether/OTS and of the
anchor kite cable, dimensions and masses of the blades and rotor hub, collective
pitch angle of the blades, rotation speed limit, and inclination angle of the rotor.

Christof’s experiment was carried out with a variable wind, of maximum speed
of 7 m/s and with an average of around 4 m/s. The data provided corresponds to an
instant where the wind velocity was about 5.7 m/s, and the instantaneous moment
at the ground station was:

Mz = 3.75 Nm . (3.2)

The simulation is performed by choosing an initial condition near the equilib-
rium point (expected to be Christof’s equilibrium point). This initial condition is
the position of the rotor, the angular velocities and the inflow parameters. As no
information is held on what the final inflow parameters will be, they are initialized
at 0 and left converging to their final states. Furthermore, the wind is selected as
horizontal wind, of constant speed 5.7 m/s, to match with the experimental data.

Regarding the rotation speed, the point at which Christof’s data is collected,
which is at the maximum allowed rotation (115 rpm), could be in one of the following
cases:

• The rotation speed equilibrium point

• A rotation point with negative derivative with respect to the rotation speed,
this is, a negative moment is generated with this rotation speed and so it tends
to decrease with time

• A rotation point with positive derivative, this is, a positive moment is gener-
ated and so rotation speed tends to increase

The point at which the data was collected is expected to be in the last case,
because otherwise no energy would be extracted, and even provided to the system.
The result obtained is shown in Figure 3.6.

Take into account that the minus sign shown in Figure 3.6 is coherent with the
fact that the graph shows a moment extracted from the system, hence negative. The
value obtained is around

|Mz| = 9.85 Nm . (3.3)

This value is shown to be higher than the one obtained by Christof in his ex-
periment. Although it is not achieved the exact same result, the simulator obtains
an energy extracted that is of the same order of magnitude and very similar. The
fact that the moment obtained in the simulator is higher than the one in reality is
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Figure 3.6: Simulated Moment extracted from the rotor and transmitted to the
ground station

also a positive sign: this difference may be accounted to several losses that are not
modeled.

One of this losses is the OTS inertia and drag, since it is expected to be higher
than the drag of the tether, which is static at the equilibrium point, and not rotating
as the OTS is. Another one is the friction in the mechanism that limits the rotation
speed of the rotor.

However, another element probably affecting the result is wind. The experimen-
tal data corresponds to an instant associated to a wind speed of 5.7 m/s, but the
wind showed high variability and due to the inertia of the OTS and in the rotation
of the rotor, the effect arriving at the ground station would correspond to an earlier
moment. Actually, if the speed in the simulator is reduced to 4 m/s, the speed
averaged in the experiment, the result is much closer to the experimental one, being
|Mz| = 4.25 Nm.

Apart from the moment arriving at the ground station, there are data as well
regarding the vertical force at the ground station. This vertical force measured is
the combination of the action of the rotor and of the kite. The resultant vertical
force is

Fz = 200 N . (3.4)

This force corresponds to the axis perpendicular to the ground station, which
coincides with the kb axis. The simulator results are shown in Figures 3.7a and
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3.7b.

(a) Aerodynamic force of the rotor in body axis

(b) Anchor kite force in body axis

Figure 3.7: Vertical (kb) forces acting on the ground station: rotor aerodynamic
force and anchor kite force

A total force of Fz = 82 N is expected to arrive at the ground station according
to the simulation. This force is far from the experimental result, but this should not
be interpreted as a bad sign. Since the vertical force is the combination of rotor and
kite, there is no way to know the expected contribution of each of them. The kite
has not been modeled as it is, and it is its effect (helping the rotor stay stable in its
position) what has been modeled. Therefore, the force in the kite is not expected
to meet the real result and hence the total vertical force is not expected to be met.
However, this result helps to understand that actually the anchor kite is generating
a bigger force than the one modeled in the simulator, but that this force does not
affect the behavior of the rotor apart from stabilizing it. The kite effects important
to the system can be assumed to be modeled with the enough accuracy to represent
the reality of the energy generation by the rotor, which is the ultimate goal of the
simulator. With all this, it can be concluded that the model roughly corresponds
to the system that is simulated. Further studies can be made to verify that the
model has been built properly and that the aerodynamic behavior of the rotor is
the expected one.

First of all, the lift generated by each blade can be checked. This force is highly
dependent on the azimuth, that is, the position of the blade in the rotor plane.
The blades in the advancing side should provide more lift than the blades in the
retreating side. The lift distribution with time should, therefore, be periodic for a
constant rotation speed. This expected behavior is then verified in Figure 3.8.

Another way to verify the model is to check the distribution of moment along
a given blade, to see if there is a pattern as the one in Figure 2.3. However this
study cannot be made with the parameters of this simulation. The reason is that
the rotation speed at the equilibrium point is such that the aerodynamic moment
generated is very high, trying to accelerate the rotation. The effect in the moment



Chapter 3. Verification and validation 45

Figure 3.8: Aerodynamic lift of the blades, along kb axis

distribution along the blade is that the autorotation point is moved out of the blade,
so that the whole blade is generating a positive moment, although the trend of the
positive moment is obtained.

Therefore, to better see this distribution another simulation has been performed
in which the rotor has been let to reach one of its equilibrium points, generating a
very small aerodynamic moment. The distribution of the moment contribution of
one of its blades is shown in Figure 3.9.

Figure 3.9: Contribution to the moment of the different sections of a given blade,
in kb axis

The distribution of Figure 3.9 shows a blade with negative net moment, although
very small, hence contributing to decelerate the rotation. In this distribution, a very
similar pattern to the one in Figure 2.3 is obtained. It should be taken into account
the big gap between the center of rotation and the beginning of the blades of the
geometry of the current situation. For that reason, the distribution of Figure 3.9
is of the form of the one in Figure 2.3, although the first part of the blade is cut
out (the cut is at the right of the maximum positive moment obtained). Hence, the
distribution of moments along the blades is as well verified to be the one expected.
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In this chapter the results of the study with the dynamic simulator will be re-
ported. The objective is to shed some light on several parameters that are inputs to
the system in order to acknowledge their influence and their effect on the behavior
of the rotorcraft.

4.1 Main simulation results
The ”main simulation” is referred to as the simulation done in order to perform

the verification and validation process. Therefore, the geometry and parameters
used are the ones that match the characteristics of the experiment carried out by
Christof. The wind is static and at a speed of Vw = 5.7 m/s. The results of the
induced velocity have already been shown and commented upon in section 3.2. First
of all, the evolution of the position of the rotorcraft is analyzed.

Figure 4.1 shows the evolution of the three components of the position with
time. Figure 4.2 is a representation of the path followed by the rotorcraft in its
lateral projections. The green point shows the initial position while the red point
corresponds to the final one. The initial position selected to start the simulation
is actually very near to the final position, so taking into account that this initial

47
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Figure 4.1: Position of the rotorcraft

Figure 4.2: Lateral projection of the rotorcraft’s path

position is chosen as approximately the equilibrium position shown by Christof’s
machine, this falls totally within the expected result. However, although in Figure
4.2 it may seem that the rotorcraft ends in a stationary position, Figure 4.1 shows
that it seems to be slightly oscillating around that position. This, again, falls within
the expectations, as no flapping and lagging movements are allowed in this rigid
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rotor, and elasticity of the materials is not taken into account.

It may be noticeable as well that the rotorcraft ends at a position with X and
Y coordinates different from the initial ones, even if the anchor kite is modeled
as a spring with a damper that pulls the rotorcraft towards the initial position.
Regarding the X coordinate this effect is normal since the rotorocraft traction force
is in the H-X plane, so the spring force and tension force on the tether end up at
an equilibrium with the traction force and, hence, the X and H coordinates are
expected to change. However, the Y coordinate oscillates around a position just
0.8 m in the positive direction of Y axis but at an equilibrium point it may be
expected that there exists no displacement in the Y direction, mainly because of the
spring-damper action.

In order to achieve this equilibrium position there must exist an equilibrium of
forces between the aerodynamic lateral force and the anchor kite lateral force.

Figure 4.3: Aerodynamic forces of the rotor, body frame

Figure 4.3 shows the aerodynamic forces of the rotor in the three components
of the body frame. In the Y coordinate one can observe an oscillatory behavior
around 0, but this is the body frame, which is rotating, so this does not show the
Y-component force that is expected. Nevertheless, seeing the forces in the body
frame helps to analyze the main force exerted by the rotor, which is the lift, much
higher in magnitude than the other components.

In Figure 4.4 the aerodynamic forces of the rotor are shown in the Earth frame.
All components of the force show a periodic behavior, due to the intrinsic periodic
nature of the rotation movement. The period of the oscillations is of one quarter of a
revolution, as the rotor in this study has four blades. This figure shows the expected
result: the rotor is generating a force towards the positive Y-axis. This behavior is



50 4.1. Main simulation results

Figure 4.4: Aerodynamic forces of the rotor, Earth frame

actually not wrong. Juan de la Cierva experienced this effect in his first autogyros.
His C.3 autogyro showed “a tendency to fall over sideways”. He realized as well that
one of his models was flying properly, and that this model had the blades made of
flexible palm wood. The fact that the flexible rotor blades were responsible for the
success of the flight is what moved de la Cierva to create articulated rotor blades
on the autogyro and he started to use flapping blades in his designs. The flap hinge
was able to eliminate the rolling moment on the aircraft in forward flight due to the
asymmetry of the flow over the rotor [33].

In fact, the asymmetry of flight is a property characteristic of rotors, both in
autogyros and helicopters. To better illustrate it, Figure 4.5 shows how the lift
asymmetry problem in a rotor is generated. Note that this figure has been extracted
from [7], so the convention is not the one used to derive the model of the present
work.

In hover flight (Figure 4.5a) all azimuth positions have the same velocity distri-
bution, given only by the rotation speed and the radius. However, in forward flight
there is another component that must be added. Therefore, in the advancing side,
the velocity felt by the rotor is higher than in the hover case, while in the retreat-
ing side is lower. In the retreating side a given region experiences a speed due to
the rotation lower than the corresponding component of the forward speed, so that
the aerodynamic velocity for the airfoils in this region is negative and, hence, this
region has reverse flow. Wheatley defines in [36] the reverse flow region as the one
going from 0 to −µR sinψ, where µ is defined as in Equation 2.35. This expression
comes easily from the analytic expression for the in-plane velocity term as done by
Wheatley [36].
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(a) Velocity distribution in a rotor in hover. (b) Velocity distribution in a rotor in forward flight.

Figure 4.5: Difference in velocity distribution on a rotor in hover and forward flight.
Source [7]

Going back to the analysis of the results, the lateral force is counteracted by a
lateral force coming from the anchor kite, as it can be observed in Figure 4.6.

Figure 4.6: Aerodynamic forces of the anchor kite, Earth frame

The anchor kite is, as expected, generating a force in the negative Y-axis to
counteract the resultant effect of the lift asymmetry. Furthermore, it shows, as well
as the position of the rotor, an oscillatory behavior of the forces, of small magnitude,
due to the rigidity of the rotor. While in Figure 4.6 a similar magnitude is observed
for the X and Z components of the force, this force is actually in the body Z axis
(see Figure 3.7b), as the rotor inclination is around 45º.
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Figure 4.7: Aerodynamic moments of the rotor, body frame

Passing to the aerodynamic moments of the rotor, in Figure 4.7, a behavior very
similar to the aerodynamic forces is found. A main component is observed in the Z
body-frame axis, corresponding to the autorotation moment, while in the X and Y
axis it oscillates around 0. In this case, if the moments were expressed in the body
frame, it would be found a net positive upsetting moment around X-axis, because
of the asymmetry of lift. The autorotation moment (component Z in Figure 4.7) is
very similar to the extracted moment obtained in Figure 3.6, since the OTS inertia
and drag are not accounted for, and it is expected to be much higher than that of
a simple tether.

Recovering the result shown in Figure 3.6, the moment extracted from the rotor
to move the ground station is:

|Mz| = 9.85 Nm . (4.1)

And, being the ground station rotating at 1.92 rps, the energy that is extracted
from the machine, without accounting for all the losses is:

P = 118 W . (4.2)

Moving on, although the blade forces and moments have already been assessed
in Chapter 3, a final analysis regarding the blades can be made, and it is the study
of the angle of attack obtained along the blades. Figure 4.8 shows this result. As it
could be expected after all the explanations given in Chapter 2, the angle of attack
shows a decay from root to tip, being the maximum angle of attack obtained of 27º
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Figure 4.8: Angle of attack along the blades

and the minimum of 4º (not in the same blade). There is no point with negative
angle of attack, since the rotor is inclined at around 45º and hence, the wind hits
the rotor from below. As the tangential velocity due to the rotation speed increases
towards the tip, and being the vertical component (vertical to the rotor plane) of the
velocity (this component comes from the aerodynamic velocity) constant along the
same blade, the angle of attack diminishes. Even if the rotor is inclined, if it is going
upwards it could arrive a moment in which the velocity of the center of mass of the
rotor is higher than the wind speed, hence making negative the aerodynamic velocity
component perpendicular to the rotor, but that is not the case in this simulation.

In Figure 4.9, the velocity of the rotor in the Earth frame is represented. After
an initial time where all the variables that were ”guessed” for initial conditions of
the simulation converge to their normal values, the rotor achieves equilibrium, where
the velocity of the rotor oscillates very slightly around zero.

Finally, the angular velocity of the rotor is shown in Figure 4.10. The angular
velocity is represented in the body frame, therefore the Z component corresponds
to the rotation speed of the rotor. In this component’s plot, it is represented the
evolution of the rotation speed together with the target maximum speed. The final
equilibrium speed is very near to the target one, ω = 115 rpm, and the small gap
observed corresponds to the fact that the implemented PID has only a proportional
action, although it gets very near to the objective. In the other two components, a
very small angular velocity appears, with periodic behavior.
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Figure 4.9: Rotor velocity evolution. Earth frame

Figure 4.10: Rotor angular speed evolution. Body frame

4.2 Predicted equilibrium points

In the simulation performed in order to validate and verify the model, with the
above mentioned results, the angular speed has not been let to achieve an equilib-
rium. The objective of this section is, therefore, try to make an easy estimation of
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what would be the equilibrium points of the angular speed.

In order to do so, the aerodynamic module is isolated from the rest. The induc-
tion model is also neglected to simplify this study, so it should be taken into account
that the rotation speeds obtained as equilibrium points are expected to be a little
bit different in reality, since the induction speed may affect the derivatives and the
behavior slightly.

The way to obtain simply these equilibrium points is to calculate the autorotation
moment generated for several values of the rotation speed. The wind speed is set to
be 5.7 m/s and no collective pitch angle θ is used. The inclination of the rotor is
set at 45º.

Figure 4.11: Predicted equilibrium points for θ = 0º

Figure 4.11 shows the autorotation moment generated for several values of the
rotation speed. Equilibrium points are such that generate no net autorotation mo-
ment. One clear equilibrium point is obtained at high rotation speed, at ω =
110 rad/s = 1050 rpm. This equilibrium point is stable: if the rotor is at a rotation
speed at the left of this equilibrium, the positive autorotation moment accelerates
the rotation speed to the equilibrium point. If the rotation speed is at the right
of the equilibrium point, the autorotation moment is negative and decelerates the
rotation to the equilibrium point.

But, apart from this equilibrium point, a close up look to the low speed region
is obtained in Figure 4.12. It shows two more equilibrium points. The one at the
left is stable, while the second, at the right, is unstable since at both sides of the
equilibrium the moment is such that tends to make the system go away from the
equilibrium point. For the left equilibrium point, although being stable, it wouldn’t
show a stable behavior for the real machine, as the span of rotational speeds at the
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Figure 4.12: Close up look at the low speeds of the predicted equilibrium points for
θ = 0º

right of the equilibrium that give negative moments is very small. Therefore, an
overshoot when arriving at equilibrium or any perturbation would easily break the
equilibrium.

D. Rezgui, in his work [44], realized as well that autorotation is a phenomenon
that has multiple equilibrium points, rising the concern that a given maneouvre
may cause the autogyro of his study to jump from the stable equilibrium point to
an unstable equilibirium point.

The result of Figure 4.12 would mean that if no PID was used to limit the maxi-
mum rotation speed, the rotor would tend, for a θ = 0º, to accelerate towards a very
high rotation speed. This somehow justifies the need to limit the rotational speed
with this design, since its natural behavior is to converge to very high rotational
speeds that the structure would not be able to bear.

To see the effect of the collective pitch angle on the predicted equilibrium points,
the same study has been applied for several pitch angles, spanning from θ = −2º to
θ = 6º. The results are shown in Figure 4.13.

The change in the curves is clearly perceptible. As a general trend. the shape of
the curve is very similar for all pitch angles. There always exists a stable equilibrium
point at high speeds, being this equilibrium point higher as the pitch angle increases.
Together with the rotation speed at the equilibrium point, the maximum values of
autorotation moment also increase.

An interesting behavior is shown for the low rotational speeds. Figure 4.14 shows
a close up look at the low rotational speed behavior. Contrary to what happens at
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Figure 4.13: Predicted equilibrium points for several values of θ

Figure 4.14: Close up look at the low speeds of the predicted equilibrium points for
several values of θ

high rotational speeds, here the higher the pitch angle, the lower the autorotation
moment, even being negative for positive values of pitch angle. This means that
for low rotational speeds autorotation cannot be maintained at this value of wind
speed. If the pitch angle is set to θ = 4º and, if the rotor is rotating at, for example,



58 4.3. Effect of the number of blades

ω = 7 rad/s, the rotation speed will slow down to zero and autorotation will not be
possible.

Therefore if, for structural reasons, the rotational speed has to be maintained
fairly low (below ω = 15 rad/s) then increasing the pitch angle would produce no
benefits, since the benefits of increasing pitch angle are obtained at high rotational
speeds and it would not be possible to take advantage of them. In fact, up to ω =
14 rad/s, a negative pitch angle produces a higher autorotation moment than the
null and positive pitch angles. Furthermore, this behavior highlights the advantage
that would be obtained when it is possible to control the pitch angle, adapting it to
the flight conditions.

Table 4.1 compiles the main behavior observed for changes in the pitch angle
within the range of pitch angles studied.

Low rpm High rpm

θ increase Mz decreases Mz increases

θ increases Mz increases Mz decreases

Table 4.1: Resulting behavior in the equilibrium points for changes in pitch angle θ

4.3 Effect of the number of blades
The number of blades of the rotor is one of the most important parameters in

the design of a rotor. Increasing the number of blades gives the rotor a higher
solidity, but adds mass that can result in a disadvantage. There exist commercial
helicopters from 2 blades to 6 blades, depending mainly on the purpose of the
helicopter. Helicopters with 2 blades are typically those that carry only the pilot or
a maximum of 2 people, for recreative use. The vast majority of helicopters use 3
or 4 blades, and some special designs use 5 and 6 blades.

Regarding autogyros, nowadays they use only 2 blades, since they are very light
weight machines carrying one or two people and typically used for recreative flight.
The few models and prototypes of RAWES are mainly of 3 and 4 blades.

Therefore, a parametric study has been performed changing the number of blades
used in the model, with the corresponding update in the mass of the rotor. However,
the same parameters of the simulation are maintained for all cases: same dimensions
of the blades, inclination of the rotorcraft, maximum rotational speed, pitch angle
and wind speed.

Figure 4.15 shows the result on the most important magnitude of the simulation:
the extracted moment. The main conclusion extracted from the figure is that the
design that extracts the highest moment and, hence, the highest power from the
system is the 5 blades model. It seems as well that the increase from 3 to 4 blades
is much higher than from 4 to 5 blades. The average no-losses power extracted from
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Figure 4.15: Extracted moment for different numbers of blades

each design would be:

P3 = 90 W P4 = 118 W P5 = 144 W . (4.3)

It seems that adding a blade is not a drawback, which is normal regarding the low
weight of the blades of the prototype whose characteristics have been modeled in the
simulator. Therefore, the best design in the conditions studied should be either the
4 or the 5 blades one, since the marginal benefit passing from 3 to 4 blades (+31%)
is worth it. Between the 4 and 5 blades designs the marginal difference in power is of
+22%, less than the difference from 3 to 4 blades, but still a benefit in power output.
Besides the power output by itself, some other characteristics have to be taken into
account. In this simulation the addition of blades has been fairly simple: the blades
are positioned at the same angle from one another and only the weight corresponding
to the blade is added. In a real prototype, adding a blade would not be that simple:
it means adding complexity to the structure, which may add some weight apart
from the weight of the blade itself, a new hinge mechanism (if flapping, as would be
expected, is allowed) that would add on weight, new actuators to change the pitch
angle (if this type of active control is implemented), and other side drawbacks as well,
as it is the case of higher energy required for the take-off and problems regarding
repair and maintenance. Furthermore, changing the number of blades makes the
machine completely different, so a new process of design optimization should be
performed in order to be a be to compare the designs: choosing the optimum radius,
chord, airfoil profile and also the flight parameters would be optimized. Therefore,
this analysis helps compare the effect of changing the number of blades when all
parameters are kept constant. If the parameters of the machine to be used were the
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ones in this study, then the 5 blades design would be the best one. However, for all
differences made in the design or in the model (addition of control, removal of the
kite, larger scale, different materials) this question should be assessed again.

Another result arising from Figure 4.15 is the oscillatory behavior. The difference
in the amplitude of the oscillations that the 4 and 5 blades designs produce with
respect to the 3 blades design is very well known. This last case shows an amplitude
of 13% around the average value, which is clearly a lot, compared to the 1% of
the 4 blades design and the 1.5% of the 5 blades design. These high oscillations in
the 3 blades design would make it much more difficult for the control of the rotor,
making it more unstable and submitting the structure to more fatigue, so they are
not desired. However, this behavior is observed for unaltered values of radius of the
rotor, chord and every other parameter with respect to the base case. The design
could be improved and the oscillations be reduced, but it is a good estimation of
the trend.

If the anchor kite was aimed to be removed and substituted by active control
in pitch and by including flapping hinges or flexible materials, then another key
parameter to take into account in the design would be lift. The lift force would be
the one in charge of maintaining the rotor on air.

Figure 4.16: Lift generated by the rotor for different numbers of blades. Body frame

Figure 4.16 represents the lift generated by the three designs in the body frame.
It is observed a behavior similar to the one regarding the moment generated. There
is an increase in lift with the increase in the number of blades. Again the 3 blades
design shows very high amplitude of the oscillations while the 4 and 5 blades design
show low amplitude oscillations, slightly lower for the 5 blades design in this case.
The lift force is needed to sustain the weight on the rotor, so it is more interesting
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to see the load factor of each design:

N = FAz

W
, (4.4)

and the result for the three designs are:

N3 = 3.1 N4 = 3.6 N5 = 3.7 . (4.5)

This shows again the great benefit obtained when going from 3 to 4 blades, while
in the case from 4 to 5 blades the increase is much lower. Anyway, it would still be
advisable to choose the 5 blades design if the design of the whole system is to be
maintained as it is. However, the addition of blades also increases the the magnitude
of the lateral force arising from the lift asymmetry since there is no flapping, as it
can be observed in Figure 4.17.

Figure 4.17: Lateral force generated by the rotor for different numbers of blades.
Earth frame

Figure 4.17 represents the Y-component aerodynamic force in the Earth frame
for the three designs. Now there is a clearly higher increase in this force from 4 to 5
blades is clearly higher than from 3 to 4 blades. This suggests that it may be possible
that, in case of adding active control to the system, it could be advisable to stay
with the 4 blades design, since more aggressive control would be required to combat
the sideward force, and this control energy would be taken from the total power
output, so the whole analysis should be performed to find the optimum design.

Table 4.2 sums up the results obtained for the three different designs: 3, 4 and
5-bladed rotors.
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3 blades 4 blades 5 blades

Extracted moment (Nm) 7.5 9.85 12

Power (W) 90 118 144

Lift in kb (N) 26 33.8 41

Lateral force in jE (N) 2.5 3 3.75

Lift to weight ratio N [-] 3.1 3.6 3.7

Table 4.2: Results for the parametric study on the number of blades

4.4 Effect of the induction model

The induction model is a necessary part of the model, that brings it closer to
reality. The induced velocity in autorotation, as stated in chapter 3, goes downwards
the rotor, while the flow goes upwards. The net effect is that it slows down the flow
through the rotor, so the inflow model effect should be of lowering both the power
output and lift force generated by the RAWES.

Figure 4.18: Moment extracted comparison of the model with and without inflow

First of all, the moment extracted is analyzed and represented in Figure 4.18.
The expected result is obtained. The inflow generated by the rotation slows down
the flow when passing through the rotor and, therefore, the available energy at the
rotor is less. When converting to power units, the expected no-losses average power
outputs are:
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Pinflow = 118 W Pnoinflow = 140 W . (4.6)

An excess of 18% in the power output is obtained if no inflow model is employed,
hence justifying the high importance of accounting for this effect if the objective of
the simulator is to be used to properly estimate the potential energy that can be
extracted from a RAWES design.

Another interesting effect can be analyzed. The inflow model actually reduces
the amplitude of the oscillations. It somehow damps the effects of the forces acting
on the rotor. This damps, in consequence, the oscillations generated.

Figure 4.19: Lift of the rotor comparison of the model with and without inflow.
Body frame

Then Figure 4.19 shows the lift generated by the rotor in the body frame. The
lift also changes according to the expectations: the inflow effect is to lower the lift
generated by the rotor and to reduce again the oscillations shown in the lift. If the
inflow model was not used, the results obtained would correspond to a much higher
wind speed and both the power output and the lift capabilities of the system would
be highly overestimated.

4.5 Effect of the maximum rotation speed attain-
able

The next study is to analyze the effect on the power output of the selected
maximum rotation speed. As explained in Section 4.2, the net autorotation moment
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of the rotor, having all other parameters unaltered, changes with the rotation speed,
and not in a linear manner. That is why an analysis like the one carried out here
is very interesting. If it is seen a great benefit in terms of power extraction, then it
will be clear the necessity of designing and building stiffer prototypes and machines.

Three cases have been taken into account. The nominal case, a rotation speed of
Ω = 115 rpm and two more cases, one in the lower side, Ω = 80 rpm and one in the
upper side, Ω = 150 rpm. For the lift force, it would be expected an increase with
the increase in the rotation speed. However, increasing the rotation speed will also
make the angles of attack of the blades get closer to 0, so this expected increase in
lift should not be linear.

Figure 4.20: Lift of the rotor comparison for three values of rotation speed. Body
frame

Figure 4.20 shows the lift generated by the rotor in the body frame, for the three
different cases. The trend above mentioned is clearly observed, with a noticeable
increase in lift when increasing the rotation speed from 80 rpm to 115 rpm and a
much lower increase for the successive increase in rotation speed. It is noticeable
as well the lower amplitude of the oscillations that are produced when increasing
the rotation speed, which is expected since it reduces the relative relevance of the
incoming flow that results in lift asymmetry. But it is very interesting the behavior
of the lowest rotational speed. At this lower speeds another oscillation of very low
frequency is clearly visible, together with the high frequency oscillation.

The extracted moment is represented in Figure 4.21 for the same three cases. In
this case, a different behavior than with the lift is obtained. The lowest rotation
speed provides the lowest extracted moment, and the maximum extracted moment
is found for the case with Ω = 115 rpm, with a noticeable difference with respect to
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Figure 4.21: Comparison of extracted moment for three values of rotation speed

the other two cases. This means that the rotation speed of 115 rpm is the one nearest
to the maximum value of autorotation moment. When studying the autorotation
moment evolution with rotation speed with all these geometric parameters it is found
that the rotation speed of 115 rpm is actually at the maximum. The same behavior
regarding the oscillations is observed here as well.

Although the maximum rotation speed does not show the maximum moment
extracted, the rotation speed also plays its role in the actual power extracted, which
is actually the relevant parameter. The different power values obtained are:

P80 = 64 W P115 = 118 W P150 = 130 W . (4.7)

Therefore, when looking at the power output it seems that it is not actually the
maximum extracted moment that will give the highest power output, and that the
maximum power output will be at a higher rotation speed than the maximum au-
torotation moment. Nonetheless, it is noticeable the decay in the marginal increase
in the power output once the maximum value of autorotation moment is reached.

To look for the maximum power, Figure 4.22 represents the evolution of the
power output with the rotational speed, using a similar method as in Section 4.2.
The maximum power is obtained at a rotational speed of 145 rpm. Therefore, the
case of 150 rpm studied is actually in the decay after the maximum was obtained,
but very close to it.

One last interesting result from this analysis concerns the lowest rotation speed
case, that showed a big increase in oscillations both in the low frequency and high
frequency scales. Figure 4.23 shows the aerodynamic forces of the rotor for this
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Figure 4.22: Power output evolution with the rotation speed

Figure 4.23: Aerodynamic forces of the rotor for a rotation speed of Ω = 80 rpm.
Earth frame

case in the Earth frame. It is obtained a higher lateral force component than in the
base case, meaning that the magnitude of the lift asymmetry effect is higher at this
lower rotation speed. Furthermore, the low frequency oscillation observed makes
the machine not able to stay in equilibrium at a fixed point, but rather swinging
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around a point.

Table 4.3 sums up the results obtained for the three different cases of maximum
rotation speed allowed.

80 rpm 115 rpm 150 rpm

Extracted moment (Nm) 7.75 9.85 8.5

Power (W) 64 118 130

Lift in kb (N) 25 33.75 36.25

Table 4.3: Results for the parametric study on the maximum rotation speed

4.6 Effect of the collective pitch angle
The last analysis done is to study the effect that the collective pitch angle has

in the power output of the RAWES. The same values of the collective pitch angle
used for Section 4.2 will be used now.

Figure 4.24: Extracted moment for several values of collective pitch angle

Figure 4.24 shows the moment extracted for the 5 different values of the collective
pitch angle. This result may seem surprising. Since greater pitch angles would
produce higher lift forces on each individual airfoil, it could be expected that the
output of the system would also increase with the pitch angle. Contrary to this, the
behavior of the system is that the lower the pitch angle the higher the extracted
moment (in absolute value), but it is seen to be converging to a maximum value
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near pitch angle of around −2º. Lowering even more the pitch angle will end up
reducing (in absolute value) again the moment.

This result goes totally in concordance to what was explained in Section 4.2,
since the rotation speed of Ω = 115 rpm is in the low rotation speed range in which
lower angles of attack gave better results. It should be taken into account that this
trend shown in Figure 4.24 is only valid for this very value of rotation speed and that
at higher values of rotation speed the completely opposite trend would be expected,
as according to the results of Figure 4.13.

Figure 4.25: Rotor lift for several values of collective pitch angle. Body frame

Finally Figure 4.25 presents the result of the lift of the rotor, in the body frame,
for all the values of the collective pitch angle studied. This result is very interesting,
as the mean value of all cases seems to be very close to one another, while the low
frequency oscillation in each case is quite different. Lower values of pitch angle show
the least amplitude, and increasing the pitch angle seems to increase the oscillation
in turn, although the peak is obtained for θ = 4º and then decreases again for θ = 6º.

These results highlight the relevance of the pitch angle for obtaining the optimum
design of the RAWES. For different values of collective pitch angle the equilibrium
inclination of the rotor may change, so different times to converge to the equilibrium
position could be expected. Nonetheless, in the case of using the collective pitch
angle as active control this question would not be as relevant, although these results
highlight the potential of the pitch angle to control the behavior of the rotorcraft,
being a variable potentially easy to be changed with onboard actuators.
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5.1 Conclusions
This project has been developed alongside a 6-months internship at IFP Energies

nouvelles, at their Lyon’s site. Therefore it has been a great opportunity to complete
the educational background with an international experience, offering a great insight
in how a company as big as IFP Energies nouvelles is organized and works. It has
allowed as well for both a professional and personal development.

The nature of the thesis is an insight to what the research industry is doing. It
is a kind of work different to any other industry, as it is much more difficult to set
milestones and to track the progress, therefore planning has been very important.
The knowledge from both the Bachelor and the Master have been necessary to
complete this work and have been successfully put into practice. The conclusions of
the work carried out are presented hereunder.

5.1.1 Conclusions of the dynamic simulator
• A dynamic simulator for RAWES has been developed and successfully built

into the existing modules of LAKSA in Matlab. This enhances the usefulness
of LAKSA, which now is equipped with modules to cover all current designs
in the actual state of the art for Airborne Wind Energy Systems.

• The dynamic simulator has been built with a high degree of generalization,
making it possible to have parametrized in a single Matlab file all the variables
relevant to the machine.

69



70 5.2. Further work

• The importance of several parameters has been stated. Namely the need to
include the inflow model in the aerodynamic model, the number of blades, or
the collective pitch angle.

• RAWES are very dynamic systems, and autorotation may have different equi-
librium points, some stable and some unstable.

• While at high rotational speeds positive pitch angles provide the best results,
at low rotational speeds it will be low and even negative pitch angles the
ones providing the best results. To be able to exploit the maximum of this
technology, a very careful structural design is required in order to allow for
higher rotational speeds that do not tear down the rotor.

• At high rotational speeds the power generated can be much higher than at low
rotational speeds. Therefore, a stiffer structure that would allow the machine
to bear such big efforts would have be a great advantage.

• The inflow model has a big relevance in the results shown. It is required in
order to not overestimate the results (overestimation of around 18% in this
work).

• With the design and flight parameters used, corresponding to the prototype in
[4], and not optimizing them for each case, the 4 and 5 blades design show the
best results. To be able to select the best between a 3, 4 or 5 blades design in
order to build prototypes, all design and flight parameters should be optimized
for each case, and then compare the optimized results between one another.

5.2 Further work

This dynamic simulator for Rotorcraft Airborne Wind Energy Systems has been
built to provide a better understanding of all the physics involved in the behavior
of a rotorcraft in autorotation. In this respect, and being one of the first models to
address this problem for its use in the energy industry, it’s been built fairly simple
in order to be a tool from the beginning.

But this simulator should be completed, so as further work two main charac-
teristics are left to be implemented, whose necessity for the improvement of the
simulator has been highlighted all over this thesis:

• Flapping model. The flapping movement of the blades is a natural movement
arising from the aerodynamic characteristics of the rotor, where the blades try
to cone up to balance the aerodynamic and centrifugal forces. Not allowing
this movement causes, as first seen by de la Cierva in his firsts autogyros, a
net force sideward. This would not allow the rotor to stay fixed at a point
without active control or an external element such as the anchor kite used
in this model. Since commercial applications for RAWES are very likely to
include flap hinges, its implementation in the simulator would help enhance its
usability until further stages of the development. Furthermore, if flap hinges



Chapter 5. Conclusions and further work 71

are not used, even the flexibility of the materials allow the flapping movement,
up to a different extent depending on the flexibility. In this model everything
is rigid, so flexibility is not accounted for, hence highlighting the relevance of
including the flapping movement in the model.

• Control capabilities. Obtaining energy from the wind with a system like
the one developed here at a global scale will only be possible if all parameters
are optimized. Apart from the optimization of the design, an active control
would be needed to adapt, for example, the pitch of the blades to make the
rotor stay in its optimum performance point. These control capabilities have
been deeply studied for other types of AWES, as they are implemented for
example in the rest of modules of LAKSA. Furthermore, control opens the
research even more to study the optimization of variables and trajectories for
the best exploitation of the technology.

All in all, the simulator is able to show the potential of this technology and will
help the user to study in depth the effect of any change in the design.
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